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The Google Stack

Source: Malte Schwarzkopf. “Operating system support for warehouse-scale computing”. PhD
thesis. University of Cambridge Computer Laboratory (to appear), 2015, Chapter 2.
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Figure 1: The Google infrastructure stack. I omit the F1 database [SOE+12] (the back-end
of which was superseeded by Spanner), and unknown front-end serving systems. Arrows
indicate data exchange and dependencies between systems; simple layering does not imply
a dependency or relation.

In addition, there are also papers that do not directly cover systems in the Google stack:

• An early-days (2003) high-level overview of the Google architecture [BDH03].

• An extensive description of Google’s General Configuration Language (GCL), sadly with
some parts blackened [Bok08].

• A study focusing on tail latency effects in Google WSCs [DB13].

• Several papers characterising Google workloads from public traces [MHC+10; SCH+11;
ZHB11; DKC12; LC12; RTG+12; DKC13; AA14].

• Papers analysing the impact of workload co-location [MTH+11; MT13], hyperthread-
ing [ZZE+14], and job packing strategies on workloads [VKW14].
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